
1. INTRODUCTION
In recent years, we have seen increasing availabil-

ity and use of digital video. Inexpensive mass storage
and efficient data compression have made it possible
to store large amounts of video on-line. The ability to
watch any full-length video is useful, but for many
applications, a user simply wants to skim through
one of more long videos to get the gist of their con-
tent. Alternately, a user may want to watch a short
segment of a particular video.

If videos are transcribed or otherwise labeled with
text, text retrieval techniques can be used to locate
passages of interest (Christel 1998, Brown 1995).
For the types of video we are interested in (e.g.,

weekly group meetings), the effort of adding that
information is often not acceptable. Instead, we use
automatic analysis techniques that identify features
in the media such as certain sounds in the audio or
certain types of shots in the video. These features
support access to video even if no textual informa-
tion is available.

While much research has been done on the auto-
matic analysis of video content (Arman 1994, Ham-
papur 1997, Zhang 1993), less attention has been
directed at how to make such analysis useful to the
user. Ideally, automatic analysis can make multime-
dia data less opaque by giving the user an indication
of the contents (e.g., shot change (Zhang 1993) and
face detection (Wang 1998)). However, even the
most sophisticated analysis will be of little value
unless it can be presented in a manner appropriate for
the user. 

This paper presents techniques and applications for
interacting with the results of such analyses to aid
content-based location, retrieval, and playback of
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potentially relevant video data. The details of the
analysis techniques used in this paper are discussed
in (Foote 1998).

In this paper, we describe interaction techniques
for accessing video facilitated by automatic analysis
techniques. After describing our video environment,
we present the analysis techniques used to automati-
cally create video indices. We then show how this
information can augment user interfaces that display
available videos and play back selected video files.
We conclude with the results of a user study designed
to help us refine the useful features of our interfaces,
and a discussion of future research.

2. THE PROBLEM
At our company, weekly staff meetings and other

seminars and presentations are held in a conference
room outfitted with several video cameras and
microphones. All formal meetings and most presen-
tations are videotaped, MPEG-encoded, and made
available to the staff via the company intranet. These
videos amount to about three hours per week; cur-
rently we have more than 120 hours of video in our
database. 

In such an environment, users often want to
retrieve information such as “the name of the execu-
tive visiting next week” or “the report Jim gave about
a conference in Monterey.” Finding the desired few
minutes in a one-hour staff meeting can be problem-
atic. If users do not remember at which meeting the
desired information was presented, they might have
to play through several hours of video to find the
desired segment. Other users might have missed a
meeting and want to review it without having to
spend a whole hour watching the entire video.

We want to help users locate specific video pas-
sages quickly and provide them with visual summa-
ries of the videos. We want to accomplish this
without manual preparation work such as manual
transcription and/or speaker identification. There-
fore, we use a number of automatic techniques that
provide indices into the video material and interfaces
that allow users to browse video using those indices.

3. AUTOMATIC MEDIA ANALYSIS 
TECHNIQUES

Useful information may be automatically derived
from sources such as audio and video. This informa-
tion, or metadata, can be generally described as a
time-dependent value or values that are synchronous
with the source media. For example, metadata might
come from the output of a face-recognition or
speaker-identification algorithm.

Metadata for video materials can be derived from
the analysis of the audio and video streams. For
audio, we identify features such as silence, applause,
and speaker identity. For video, we find features such
as shot boundaries, presentation slides, and close-ups
of human faces. These provide several dimensions of
data for our browser and player. To detect video fea-
tures such as presentation slides, we use statistical
models applied to discrete cosine transform coeffi-
cients that are trained with a set of example slides
(Girgensohn 1999b). In our setting, such models rec-
ognize more than 85% of all slides while having less
than 10% false positives.

Because automatic techniques do not always work
reliably, rather than provide a yes or no answer, it is
useful to translate metadata values into a “confidence
score” for presentation to the user (Foote 1998). For
example, rather than having a binary decision for the
presence or absence of a feature, we present the user
with an interface that shows degree of certainty in
decision.

3.1 Using Automatic Analysis
Even the most powerful analysis is useless unless

it can be made meaningful to the user. With the anal-
ysis techniques described above, the amount of auto-
matically generated metadata can be overwhelming;
it is common to generate multiple data points for
each video frame, at a rate of 30 per second. An
effective method for presenting confidence scores is
a graphical visualization, as in Figure 1, in which the
confidence score for a feature over time is depicted
by levels of gray. Automatic analysis will never be
perfect, and will sometimes yield inaccurate meta-
data. Our approach is to acknowledge that the meta-
data is inaccurate, but that hiding the errors achieves
little. Conversely, presenting it fully as a confidence
score lets the user decide what is important. In addi-
tion, user-selectable thresholds can take full advan-
tage of all the metadata.
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 Figure 1: Mapping confidence scores to gray levels



4. WEB-BASED VIDEO DIRECTORY 
BROWSER

To provide access to our video collection, we
implemented a web-based browser that presents
directory listings of videos (see Figure 2). The direc-
tories organize videos by content (e.g., staff meetings
or conference reports) and sort them by date within
each directory. Clicking on a video opens a viewer to
play it. The use of a web browser and the MPEG file
format enables casual access to the video archive for
almost all potential users without the need for addi-
tional software or plug-ins.

4.1 Keyframe Use
We enhance each video directory listing with rep-

resentative frames to help recognize the desired
video, and to provide access points into the video.
Well-chosen keyframes can help video selection and
make the listing more visually appealing. Because it
is both difficult to determine a single frame that best
represents the whole video as well as to distinguish
videos based on a single keyframe, we provide a
number of keyframes. The positions of the keyframes
are marked by blue triangles along a mouse-sensitive
time scale adjacent to the keyframe (see Figure 3).
As the mouse moves over the time scale, the key-
frame for the corresponding time is shown and the
triangle for that keyframe turns red. This method
shows only a single keyframe at a time, preserving
screen space while making other frames accessible
through simple mouse motion. This interface sup-

ports very quick skimming that provides a good
impression of the content of the video. Clicking any-
where on the time scale opens the video and starts
playback at the corresponding time (by invoking the
Metadata Media Player described in the next sec-
tion). Using multiple keyframes in this way gives
users an idea of the context and temporal structure of
a video.

We experimented with animating keyframes by
constantly rotating through the keyframes sequence
associated with a video, but a display with dozens of
animated images proved to be very distracting, even
when image changes were synchronized to each
other. Access to keyframes via mouse movements
gives a better impression of temporal sequence
because it is correlated with mouse position.

We automatically determine a number of key-
frames relative to the length of the video as discussed
in (Girgensohn 1999a). Keyframe extraction is inde-
pendent of any confidence score computed by other
automatic analysis techniques. We found that 25 key-
frames per hour of video work well for our default
display. These keyframes are not distributed evenly
over the length of the video but are concentrated in
areas of interest. Our approach differs from other
keyframe extraction methods (e.g., (Christel 1998,
Zhang 1995)) in that it can determine an arbitrary
number of non-evenly spaced keyframes that does
not depend on the number of shots in the video.

We determine keyframes for an entire video by
clustering video frames using a distance measure
based on color histograms (Zhang 1993). This yields
clusters that match human perception of similarity in
most cases. In addition, temporal constraints for key-
frame distribution and spacing are applied. Our
approach produces keyframes that summarize a
video and provide entry points to areas of interest.
We store the clusters produced by the hierarchical
clustering of the video frames so that any number of
keyframes can be determined rapidly at presentation

 Figure 2: Web-based video directory browser

 Figure 3: Keyframes attached to time scale

Moving the mouse changes the time and 
the keyframe.
Triangles mark keyframe positions.



time. In this fashion, additional detail can be pre-
sented on demand. A static display that shows multi-
ple keyframes for each video is available for printing.

4.2 Feature Display
Different features such as camera changes and

slides can be selected from the pull-down menu
above the video listing in the web browser. To show
how a feature varies with time, it is represented
graphically in the time scale such that the shade of
gray indicates the confidence level (see Figure 4).
High confidence areas are marked in black while
areas of lower confidence fade progressively to
white, which indicates minimum confidence. Differ-
ent features can be selected from a pull-down menu.
For example, the display of the confidence for pre-
sentation slides provides a quick indication for the
meetings with slide presentations as well as entry
points to those presentations.

The feature time scale can be shown at different
resolutions to support zooming in and out (see the
“Scale” menu in Figure 4). Presenting the feature
graphically aids users in selecting the appropriate
video. For example, if they seek a long presentation
from a particular speaker, they can ignore videos
containing only short examples of that speaker.
When launching the Metadata Media Player for
viewing a video, the presented feature is automati-
cally selected in the Metadata Media Player, so that
locating high confidence areas is rapid and easy.

5. METADATA MEDIA PLAYER
After finding one or more videos in the directory

listing, the user must still investigate the videos to
find the relevant one(s). It is not simple to determine

whether a long video contains desired information
without watching it in its entirety. Standard MPEG
players only provide access at the granularity of
whole videos. We developed a Metadata Media
Player that allows finer-grained access by taking
advantage of the metadata extracted from the video.
While there are convenient methods for the graphical
browsing of text, e.g., scroll bars, “page-forward”
commands, and word-search functions, existing
video playback interfaces almost universally adopt
the “VCR” metaphor. To scan an entire video, it must
be auditioned from start to finish to ensure that no
parts are missed. Even if there is a “fast forward”
button or a slider for scrubbing,1 it is generally a hit-
or-miss operation to find a desired section in a
lengthy video. The Metadata Media Player represents
a dynamic time-varying process (video) by a static
display that can be taken in at a glance.

Figure 5 shows the player interface. The usual
transport controls are placed just below the video
window. To the right of the window is a menu that
selects which confidence score to display. In our
case, features are “slides,” “camera changes,” and
“applause&laughter.” Confidence scores are dis-
played time-synchronously below the video slider.
The confidence score gives valuable cues to interest-
ing regions in the source stream by using the time
axis for random-access into the source media stream.
For example, from Figure 5 it is obvious that slides
were presented in the last third of the meeting but not
at the beginning. Selecting a point or region on the
time axis starts media playback from the correspond-
ing time. Clicking at the start of the initial dark bar

1. Scrubbing is moving the thumb of the time slider slowly 
so that video images are displayed in sequence.

 Figure 4: Confidence score display
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 Figure 5: Metadata Media Player



will start playback with the first slide (see Figure 6).
Thus time intervals of high potential interest can be
visually identified from the confidence display and
easily reviewed without a linear search.

Another way to use confidence scores is to thresh-
old them, that is, to find the times when the confi-
dence score is above, below, or crossing a certain
threshold value. The threshold control (above the
feature menu) determines index points by threshold-
ing the selected confidence score (see Figure 7).
Interface buttons change the current playback time to
the next (or previous) index point. Unlike many other
implementations, the threshold is user-selectable: a
high threshold yields fewer index points and thus a
coarser time granularity, while a lower threshold
allows finer placement. This is helpful for several
reasons: in an area of large confidence variation
(many index points), the user can select the most sig-
nificant indication by increasing the threshold. In a
region of small confidence scores the user can still
find index points within the region by reducing the
threshold, though they may be less reliable. At the
bottom of Figure 5 the buttons labeled “|<<” and
“>>|” move the playback point to the previous or
next index point, as determined from the threshold.
The index points are marked in red at the top of the
confidence score display.

6. USER STUDY
An initial version of the video database system was

deployed at our company in the spring of 1998. It
consisted of a web-based directory browser that pre-
sented for each video the title, the date, the duration,
and a list of keywords. Clicking on the title of a
video opened the Microsoft Media Player and started
playing the video from the beginning.

In order to investigate the usage of the system, we
conducted a survey of 13 employees at our company.
Users described how often they used the current sys-
tem, which features they liked, and which features
they thought were missing. The survey pointed out
several features that would make the system more
useful and increase usage.

The system was modified to include a Java applet
to display multiple keyframes for each video and a
Metadata Media Player that displayed confidence
score information. This modified system was
deployed to a small group of video researchers at our
company. 

Early feedback led us to believe that we had
included a useful set of features, but that the interface
might be too difficult for novices to use. We decided
to conduct a small study to observe user behavior
during a set of typical browsing tasks using our ini-
tial design and the modified design.

6.1 Participants
Twelve participants (8 male, 4 female) were used

in the study. The participants were a mix of research-
ers, support staff, and administrative staff with vary-
ing degrees of expertise in using video browsing
software.

6.2 Materials
We created two versions of each interface. One set

consisted of a simple web-based directory listing that
resembled our initial release (see Figure 8) coupled
with a simple media player that contained the stan-
dard ActiveMovie controls (see Figure 9). The sec-
ond set consisted of our latest release version of the
web-based directory browser and the Metadata
Media Player described earlier in this paper and
shown in Figures 2 and 5. All of the applications
were instrumented to record the time of every mouse
action to the nearest millisecond.

We created six information retrieval tasks, labeled
A through F, that were representative of the typical
activities of our users. Tasks A, C, and D required
finding information that was presented on slides
shown during a trip report. The information was
shown for 3.3 seconds (D), 10.4 seconds (A), and
324 seconds (C), respectively. Task B required find-
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ing information presented for 1.3 seconds in the
audio by a specified speaker, but the task description
mentioned several visual cues that occurred within
110 seconds before the audio segment. Task E
required counting the number of award recipients
which were shown in a 5-minute video segment.
Task F (which was performed last by participants)
required finding the video that contained a particular
trip report. This could be verified from information
on several slides that were shown for 7 minutes. 

The six relevant staff meeting videos were pre-
sented in the directory browser, and no non-relevant
videos were included in the list. Our automatic analy-
sis techniques were applied to the videos to create
three feature indices: 1) camera changes, 2) detected
slides, and 3) laughter and applause.

6.3 Procedure
The experiment used a between-subjects design.

Six randomly chosen participants used the old

browser and player, while the other six participants
used the new browser and player. 

Each participant answered an initial survey to dis-
cover familiarity with video browsing in general and
our system in particular. After the survey, each par-
ticipant was given a short training session on the
browser and player they would use to complete their
tasks. This training took one minute for the old sys-
tem and three minutes for the new system for most
participants. Participants were encouraged to use the
system until they felt comfortable with the features.

For each task, participants had to read a descrip-
tion of the information they were looking for, find
the relevant video segment, and then write the
answer on a sheet of paper. All mouse actions were
recorded and time-stamped. The participants were
videotaped and an experimenter noted the strategy
used to discover the information required for each
task. The completion time for each task was mea-
sured from the first mouse action to the last signifi-
cant event (either stopping video playback or closing
the browser). 

An exit survey was used to assess the difficulty of
the task and the usefulness of various features. Par-
ticipants rated interface features on a 5 point scale.

6.4 Results
Participants used a wide variety of strategies to

find the required information in the video documents.
This led to a large variation in task completion times.
There were no significant differences in performance
between the two groups (F(1,10)=1.15, p>.3). The
average time to complete each task ranged from 32
seconds to 148 seconds among the participants.

Participants using the new interface commented
that the ability to easily see multiple keyframes was
useful. They also gave high scores for the usefulness
of the display of the confidence scores for locating
video passages. Participants using the old interface
commented on the need for better information about
the contents of the videos. For the new interface
group, there were large differences between partici-
pants in the rating of interface features, reflecting the
use of those features during the experiment.

6.5 Discussion
Participants using the old interfaces had two possi-

ble strategies: scrubbing or playing. Participants
scrubbed until they saw an image related to the query
and then used a combination of playing, scrubbing,
and random positioning near the relevant passage
until the desired information was found. 

Participants using the new interfaces had a wider
range of options. Some participants ignored the new

 Figure 8: Video directory browser without metadata

 Figure 9: Simple Media Player



features and followed the strategies mentioned
above. Most participants moved the mouse along the
timeline for the desired video until a keyframe
related to the task was shown and then they clicked
to start playback at that point. Participants were often
confused by the fact that playback started at the point
they clicked on the timeline and not at the time of the
currently displayed keyframe. Only one participant
selected different indices in the web-based directory
browser, but all of the participants in this group
selected different indices in the player to help them
find relevant passages. Some participants used the
buttons to jump the next or previous index points, but
more often they clicked at the start of the high-confi-
dence areas on the timeline. 

For both groups of participants, the first action
taken after opening the media player was to stop
video playback, usually accompanied by a mild
exclamation of displeasure. Autoplay is a feature that
works well for users who want to watch a full video
from the start, but it aggravated users who wanted to
browse. Another problem that both groups encoun-
tered was the lack of resolution of the slider and
timebar.

Participants using the new interfaces almost
always used the indices and other features to help
them find the required information quickly and eas-
ily. However, the large number of user interface ele-
ments occasionally sidetracked the participants, so
that their overall task completion times were not sig-
nificantly faster.

The wide variety of strategies used to complete the
given tasks implies that even if we make a simplified
interface the default, users should have the ability to
activate additional features for specific tasks.

We have made a number of changes to the inter-
faces based on the results of the user study. The
Metadata Media Player no longer starts playing the
video upon start-up by default. We plan to study dif-
ferent solutions to the problem of the keyframe
image not corresponding with the video playback
starting point. The pause button has been eliminated,
since it was functionally equivalent to the stop but-
ton. We are adding a default index feature that com-
bines the applause and laughter detection feature
with slide changes to give a generic “interesting
event” feature. We are also adding a zoom feature
that expands a small segment of the video to fill the
entire timeline, to facilitate fine positioning.

7. RELATED WORK
Previous related work has been concerned with

techniques for presenting and browsing continuous
media database query results, and with techniques for

presenting confidence values for full-text search.
Bronson (1992) describes using time-stamped key-
frames and keywords to access portions of a video
sequence. Yeung et al. (1995) cluster keyframes to
represent of the structure of a video sequence. Arman
et al. (1994) uses keyframes supplemented with pix-
els from the video sequence to represent content and
motion within a sequence. In these systems, the key-
frames are static and represent fixed points within the
video sequence. 

Wilcox et al. (1994) developed a system for graph-
ically displaying the results of speaker segmentation
and classification. The user is presented with the best
classification estimate instead of the confidence val-
ues of those estimates. Brown et al. (1995) provide a
set of confidence values for segments of (text) cap-
tions. In that system, a set of confidence values can
be selected to start playback of the associated video
segment. Confidence values from multiple features
are not used. Tonomura et al. (1993) describe an
interface that allows users to visualize multiple index
features for video clips. Low-level features are dis-
played, making comparison difficult, but by mapping
to a single timeline, correlations become evident.
Their interface is intended as a visualization of the
video indices, and is used for content analysis more
than for browsing and playback. The STREAMS sys-
tem (Cruz 1994) supports the browsing of presenta-
tion recorded with several cameras. While it does not
use automatic analysis techniques, it presents hand-
annotated speaker information in a color-coded time-
line. None of these systems closely integrates auto-
matic analysis with video content browsing and
playback. Many of the systems also rely heavily on
text extracted from close captions.

The NewsComm system (Roy 1996) is a hardware
device that allows users to navigate stored audio
recordings. Automatic analysis is used to generate
index points based on speaker changes and speech
pauses. Users can skim the audio and skip to the next
or previous index point. An early design of this sys-
tem incorporated a graphical display of the index
points available in the audio stream. This display was
removed during the design process to simplify the
interface, but not directly as a result of user tests.

There are many commercial and research systems
used for video database access. The Virage Video
Engine (Hampapur 1997) is an example of a typical
video indexing and retrieval system. This system
provides several different indices, but a limited user
interface. Video clips are found by specifying a set of
low-level query terms. The metadata that leads to the
retrieval of specific clips is not presented to the user.
This supports the goal of reducing the information
presented to users, but in our opinion, the presenta-
tion of confidence scores derived from the metadata



provides more support for locating a desired clip
quickly and easily for some users.

8. CONCLUSIONS
As video databases become larger and more com-

mon, intelligent video browsers will become critical
for navigating, locating and accessing multimedia
data. In this paper, we describe an interface that pre-
sents results from automatic video analysis and a
media player for viewing and skimming a particular
video. The browser presents a video directory listing
that allow users to find a single video clip from a col-
lection of videos. Keyframes appear in the video
directory to distinguish different videos. Different
metadata types can be selected and a confidence-
score scale indicate the likelihood and location of
metadata features in the video. Clicking at a point on
the confidence scale provides direct playback of the
video from the selected point. Both the directory list-
ing and the media player use automatically-generated
confidence scores to distinguish videos and to navi-
gate within a single video.

A user study showed that both the dynamic key-
frames and the feature scores helped users locate pas-
sages of interest. The study also uncovered a number
of usability problems that prevented the participants
of the study from being more efficient than the mem-
bers of the control group. We will use the insights
gained in the study to improve the user interfaces.

The technique for determining keyframes, the
slider interface for changing keyframes, and the dis-
play of confidence scores for the presence of features
are all innovative elements for facilitating access to
video. Use both inside our company and in the user
study show that our approach is a promising one. In
the future, we plan to address the usability problems
uncovered in the study, to introduce new techniques
for navigating video, and to conduct a follow-up user
study.
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